
L
v

J
a

b

P

h

�
�
�
�
�

a

A
R
A
A

K
I
R
C
L
V
A

1

a
t
p
i
(
h
t

a
b
f
i

0
h

Fusion Engineering and Design 88 (2013) 1992– 1996

Contents lists available at ScienceDirect

Fusion  Engineering  and  Design

jo ur n al hom epa ge: www.elsev ier .com/ locate / fusengdes

ocalization  of  cask  and  plug  remote  handling  system  in  ITER  using  multiple
ideo  cameras

oão  Ferreiraa,∗, Alberto  Valea,  Isabel  Ribeirob

Instituto de Plasmas e Fusão Nuclear - Laboratório Associado, Instituto Superior Técnico, Universidade Técnica de Lisboa, Av. Rovisco Pais 1, 1049-001 Lisboa, Portugal
Laboratório de Robótica e Sistemas em Engenharia e Ciência - Laboratório Associado, Instituto Superior Técnico, Universidade Técnica de Lisboa, Av. Rovisco Pais 1, 1049-001 Lisboa,
ortugal

 i  g  h  l  i  g  h  t  s

Localization  of  cask  and  plug  remote  handling  system  with  video  cameras  and markers.
Video  cameras  already  installed  on the  building  for  remote  operators.
Fiducial  markers  glued  or  painted  on  cask  and  plug  remote  handling  system.
Augmented  reality  contents  on  the  video  streaming  as  an  aid  for  remote  operators.
Integration  with  other  localization  systems  for  enhanced  robustness  and  precision.
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a  b  s  t  r  a  c  t

The  cask  and  plug  remote  handling  system  (CPRHS)  provides  the  means  for the remote  transfer  of  in-
vessel  components  and remote  handling  equipment  between  the  Hot  Cell  building  and  the  Tokamak
building  in  ITER.  Different  CPRHS  typologies  will  be  autonomously  guided  following  predefined  trajec-
tories.  Therefore,  the  localization  of  any  CPRHS  in  operation  must  be  continuously  known  in real  time  to
provide  the  feedback  for  the  control  system  and  also  for the  human  supervision.  This  paper  proposes  a
eywords:
TER
emote handling
ask and plug remote handling system
ocalization of mobile vehicles
ideos cameras

localization  system  that  uses  the  video  streaming  captured  by  the  multiple  cameras  already  installed  in
the  ITER  scenario  to  estimate  with  precision  the  position  and  the  orientation  of  any  CPRHS.  In  addition,
an  augmented  reality  system  can  be  implemented  using  the same  video  streaming  and  the  libraries  for
the  localization  system.  The  proposed  localization  system  was  tested  in  a mock-up  scenario  with  a  scale
1:25  of  the  divertor  level  of  Tokamak  building.
ugmented reality

. Introduction

The ITER (international thermonuclear experimental reactor) is
 joint international research project, aiming to demonstrate the
echnological feasibility of fusion power as an alternative and safe
ower source. The cask and plug remote handling system (CPRHS)

s a vehicle that provides the means for the remote transfer of
clean/activated/contaminated) in-vessel components and remote
andling (RH) equipment between the Hot Cell building (HCB) and
he vacuum vessel in Tokamak building (TB), as illustrated in Fig. 1.

During the reactor’s operation, the in-vessel components, such
s the blankets that cover the vacuum vessel, are expected to

ecome activated. When such components have to be removed
or disposal, operations are to be carried out by the CPRHS, which
s required to dock in pre-defined locations, the vacuum vessel

∗ Corresponding author. Tel.: +351 218 419 098; fax:+351 218 417 819.
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port cells, located on the three levels of TB: divertor, equatorial
and upper level. Then, the components are transported to the HCB
for operations of diagnose and refurbishment or disposal of acti-
vated material. Hence, the CPRHS must dock at the docking stations
through port plugs interfaces or park in parking areas at the differ-
ent levels of the HCB. The CPRHS comprises three sub-systems:
a cask envelope containing the load, a pallet that supports the
cask envelope and the cask transfer system (CTS). The CTS acts as
a mobile robot, provides the mobility for the CPRHS and can be
decoupled from the entire system.

The CPRHS is entrusted with the transportation of heavy (total
weight up to 100 tons) and highly activated in-vessel components
[2]. The kinematic configuration, first proposed in [1], endows it
with the required flexibility to navigate autonomously or remotely
controlled, in the cluttered environments of the TB and the HCB. To

navigate in a cluttered environment (with less than 300 mm safety
margins for CPRHS and 100 mm for CTS or for rescue casks, a partic-
ular configuration of CPRHS), it is required to know the correct pose
(position and orientation) of the vehicle to follow the optimized

dx.doi.org/10.1016/j.fusengdes.2012.10.008
http://www.sciencedirect.com/science/journal/09203796
http://www.elsevier.com/locate/fusengdes
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Fig. 1. CPRHS and divertor l

rajectories evaluated in [3] and [4]. The localization system should
stimate CPRHS pose with high level of accuracy and redundancy.
everal different complementary systems could be integrated to
chieve this requirements. Since the CPRHS transports activated
n-vessel components, the use of on-board electronics should be
ept to the minimum. The localization system components should
e installed on the walls of the buildings, protected against contin-
ous exposure. Hence, a localization system is required to estimate
ontinuously and in real time the pose of the CPRHS/CTS when
oving inside the buildings, using the sensors installed on the
alls.

A previous work developed by the authors, [5], proposed a local-
zation system using an optimized laser range finders network to
stimate the pose of the CPRHS/CTS in real time with a high preci-
ion. However, the proposed system requires the installation of an
dditional type of sensors in the walls of the buildings. Furthermore,

 second localization system is important for redundancy.
In ITER it is expected a set of video cameras inside the main

uildings for supervision purposes. The video streaming cap-
ured by these cameras could also be used for the localization of
PRHS/CTS during operation.

This paper addresses a localization system using video cameras
lready installed on the scenario. The only additional intervention
s a set of markers glued or painted on the CPRHS/CTS sides. The
ocalization system algorithm runs in an external computer with
ccess to the video streaming and it estimates the pose (position
nd orientation) of all CPRHS/CTS.

The proposed localization system is based on marker pose esti-
ation using computer vision. This technique is a well known

roblem with several applications like augmented reality (AR) or

bject pose estimation. There are several software libraries such as
Rtoolkit, ARtoolkitPlus, ARtag [6], which provide a ready platform

or marker tracking. Wagner et al.,  [7], developed a series of tests
sing ARtoolkitplus, in mobile devices to add AR to real time video.

Fig. 2. The main components of the 
 Tokamak building of ITER.

There are some experiments with mobile robot localization using
cameras on the environment and markers on the vehicle, [8].

Combining the video streaming captured by the video cameras
and the pose estimated by localization system is still possible to
implement AR, displaying additional information on the images,
e.g., the most critical points of collision or plotting the optimized
trajectory to be followed.

This paper is organized as follows: Section 2 introduces the pro-
posed localization system: the requirements, the implementation
and the features. The Section 3 presents the results, followed by the
conclusions and future work in Section 4.

2. The localization system

The proposed localization system aims to estimate the CPRHS
or CTS (from this point forward identified simply by vehicle) pose,
Xr = [xr yr �r]. The proposed localization system requires access to
the video streaming acquired by the cameras installed inside the
ITER buildings and the installation of markers on the vehicle.

The working principle of the system and his main components
are shown in Fig. 2. First, a tracking algorithm identifies the markers
in the video frames and obtains the marker pose in the camera
reference frame. Knowing the exact position of the camera, it is
possible to estimate the marker pose in the global frame and, since
the marker is rigidly connected to the vehicle, know the vehicle
pose as well.

The vehicle can only be observed sideways as it is nearly the
same height of a building’s level. To avoid occlusions several cam-
eras and markers are necessary. To enhance the system robustness
and precision, Extended Kalman Filter (EKF) can be used to fuse the

poses of the several markers, estimated from the streaming of the
cameras and the vehicle odometry. Knowing the poses of the vehi-
cle and of the cameras it is possible to project AR contents in the
video as an aid for remote operators.

proposed localization system.
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Fig. 3. Localization system transformation framework.

.1. Conditions assessment

The performance of localization system is dependent on the
ameras specifications, markers and lightning conditions.

The position, Field of View (FoV) and resolution of each cam-
ra have direct impact in the system performance, as described in
9]. It is assumed that the cameras are already installed for mul-
iple purposes inside ITER, therefore, their assessment boils down
o the selection of the best cameras to include in the system. The
elected cameras must maximize the area covered by the network
nd minimize distance between cameras and areas of interest.

The size of the markers, their contrast with the surrounding and
 large Hamming distance between their patterns is crucial for a
orrect detection and identification, as explained in [6].

For a standard VGA camera, to detect a marker 10 m away, the
arker size must be approximately 40 cm.  Given the large dimen-

ions (8.5 × 2.65 m)  of the vehicle, to avoid occlusions and to assure
hat a marker is always detected, it is advisable to install more than
ne marker on every side of the vehicle. Light conditions should
e bright and homogeneous without specular reflections for the
orrect tracking of the markers.

The tracking algorithm is a critical component in the system,
ome techniques are detailed in [6] and [9] where edge based algo-
ithms show clear advantages over the binary morphology based
lgorithms, including better detection under difficult lighting con-
itions.

.2. Implementation

Let us define a transformation matrix �AB ,(1), between frames A
nd B, where RAB is a rotation matrix and tAB is a translation vector.

 is a function that retrieves the translation and the Euler angles
ssociated with the transformation, (e.g. T(�AB) = TAB = [x y z   ϕ �]T

s associated with �AB).

A = �AB ∗ pB =
[
RAB tAB

01×3 1

]
∗ [px py pz 1]TB (1)

ig. 3 shows the several frames associated with the proposed local-
zation system and the transformations between them: (1) �CuMi

–
etween marker i and camera u, it is obtained by the tracking algo-
ithm; (2) �MiR – between vehicle and the marker i, it is constant
ince the markers are rigidly connected to the vehicle; (3) �WCu –
etween camera u and World, assumed to be constant, the cameras
re installed on the building. It is obtained by calibration. (4) �WR –
etween vehicle and World, the correct estimation of this transfor-
ation is the goal of localization system. �WuRi

is estimated based
n the other three transformations, (2). The vehicle pose obtained
hrough the u-th camera and the i-th marker, is given by XWuRi

, (3).

Wu
Ri

= �WCu × �CuMi × �MiR (2)
 =

⎡
⎣ 1 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 1 0

⎤
⎦ , XWuRi = [xr yr �r]

T
(u,i) = D × TWuRi (3)
d Design 88 (2013) 1992– 1996

2.3. Localization performance

The estimation of vehicle pose is affected by process and mea-
surements noise, the process noise accounts for wheel slippage
or erroneous modeling of the kinematics. The measurement noise
accounts for errors in the estimation of �CuMi

by the tracking algo-
rithm, admitting that camera calibration does not add error to the
estimation. The EKF fuses the information from vehicle odometry
and from several cameras and markers and minimizes the error
between real vehicle pose (Xr), and the estimated pose (X̂r). The
EKF works in two  major steps per iteration, prediction step and
update step. At iteration k, the prediction step (4) uses the previous
estimation (X̂r(k−1)), the odometry (u(k−1)) and the known rhombic
kinematic model (f), detailed in [1], to estimate the vehicle pose
and an estimation covariance matrix. The update step (5) takes the
measurements from the tracking algorithm (zk) and updates the
estimations of Xr and Pr, knowing the measurement model (h(Xr)),
that relates the measurements with the vehicle pose.

X̃r(k) = f (X̂r(k−1), u(k−1))

P̃r(k) = F(k−1)P̂r(k−1)F
T
(k−1) + Q

(4)

Kk = P̃r(k)HT (HP̃r(k)HT + Rk)
−1

X̂r(k) = X̃r(k) + Kk(zk − h(X̃r(k)))

Pr(k) = [I − KkH]P̃r(k)

(5)

X̃r is the estimation after prediction step, P̃ is the covariance
matrix of estimation error. F and H are the Jacobian matrices of
functions f and h, that represent the kinematic model and the mea-
surement model, respectively. Q and R are the covariance matrices
of the process and measurement noises, respectively.

The measurements in this system (zk) consist in one vector, XWuRi
(3), for each combination of camera with visible marker.

The measurement model, h, is a simple identity function, since
the system’s measurements are the state itself. The matrix H (6)
is the Jacobian of h, t is an identity matrix with dimension Dim,
that depends on the number of cameras L and on the number of
markers visible from each camera m(u). The �(u,i) is the covari-
ance matrix associated with the measurement noise expected to
the i-th marker identified in the u-th camera. It can be a fixed value
or change depending on each marker visible area and confidence
level (values that can be obtained by the tracking system). The R
matrix combines the covariance matrix for all measurements, that
are assumed to be independent.

H = IDim, Dim =
L∑
u=1

m(u)

�(u,i) = diag(�2
x (i, j), �2

y (i, j), �2
ϕ(i, j))

R = diag(�11, . . . , �L mL )

(6)

The integration of several cameras, with different perspectives
over the vehicle, and the installation of several markers on all sides
of the vehicle minimize the pose estimation error.

The localization system, based on cameras, requires calibration
due to camera intrinsic parameters and installation errors. Camera
calibration can be accomplished by adding some calibrating mark-
ers on known positions in the scenario. To avoid extra markers on
the buildings, Rekleitis et al., in [8], proposed a system that localizes
a vehicle and self calibrates using the markers on the vehicle.

Although it is not a very precise localization system, it is a great

option to provide redundancy and robustness to an overall local-
ization system that integrates several complementary technologies
(e.g. laser range finders). This system has the advantages of recog-
nizing the markers, which could be helpful to identify vehicles or
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Fig. 4. Original video frame captured by a camera installed in the scenario (left) and the same video frame with AR to display the occupied area and the warning of a possible
clash  (right).
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Fig. 5. Experimental setup (left), divertor level (top right) and a

ven operate with several vehicles simultaneously. The output of
he system can be used to introduce AR, which is an asset for remote
peration.

The main feature of AR is displaying virtual aids in a video frame
o help the remote handling operation. Knowing the geometric
ransformation between the scenario and cameras referential, it is
ossible to add virtual elements such as warnings of clashes, pre-
icted trajectory for the vehicle and occupied volumes, as depicted

n Fig. 4.

. Experimental results
The results were obtained with a mock-up of the CPRHS in a
cenario similar to the divertor level in TB with a scale of 1:25,
s shown in Fig. 5. The software library used to track the markers

Fig. 6. Pose estimation along a path in th
nshot of the real-time pose estimation with AR (bottom right).

was  the ARTK, based on binary morphology algorithms with a fixed
threshold. The CPRHS is autonomously guided. It was used a single
camera (C1), with 800×600 resolution, and two markers installed
on the top of the prototype, a front and a rear marker. The camera
was  calibrated offline, for its intrinsic parameters, using the calibra-
tion tool included in the ARTK. The Calibration Marker (CM), shown
in Fig. 5, is used to estimate the extrinsic parameters, allowing the
camera to be moved between different tests.

The matrix �WC1
(7), depends exclusively on �C1

CM , the trans-
formation between the CM and the camera, obtained by ARTK,
and on �WCM , that, in this case, is a simple offset from the world’s

origin (7). I3 is the identity matrix with dimension 3 and tWCM is the
vector between the center of the CM and the world’s origin. The
transformations between markers and camera are �C1

MF
and �C1

MR
for front and rear markers, respectively. These are obtained on-line

e vicinity of the entrance to a port.
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y the ARTK at a maximum rate of 20 Hz. The transformations
etween the vehicle’s center and each marker, �MFR and �MRR , are
imple translations with vectors tMFR and tMRR (8).

�WCM =
[
I3 tWCM

01×3 1

]
, �WC1

= �WCM ×
(
�C1
CM

)−1
(7)

tMFR =
[

0 −Yoff −Zoff
]T

tMRR =
[

0 +Yoff −Zoff
]T (8)

eing Yoff and Zoff the offset between vehicle’s center and markers.
p to the date the implementation with EKF is not complete, but,

ince the measurements are the state itself, the average of the
wo measurements is enough to obtain a good approach of the
ehicle pose X̂r = 1

2X
W
RF

+ 1
2X

W
RR

. Several poses, shown in Fig. 6, were
easured manually (real poses) and compared with the estimated

oses. The length of the localization error is always below 4 cm
nd the average error along the trajectory is 1.5 cm which are
xtremely good results, considering the method used. The orien-
ation error is considerable and the system robustness is affected
y lightning conditions. However, with multiple cameras, EKF and
dometry, the system precision and robustness is expected to be
mproved, which is endorsed as a future development.

. Conclusions and future work

This paper presented a localization system to estimate in real
ime the pose of the CPRHS or CTS operating in ITER using the video
treaming captured by cameras already installed in the scenario. It
s only required a set of markers glued or painted in the sides of
he CPRHS or CTS to identify each vehicle. The localization system
rovides also the ability to include augmented reality in the video
treaming, as displaying in the images the critical parts with risk of
lash or plot on the floor the trajectory to be followed. The proposed

ocalization system works as an alternative or even to integrate

ith other localization systems.
The system was tested in a scale of 1:25 with the CPRHS follow-

ng a pre-defined trajectory. The pose estimation along the path

[

d Design 88 (2013) 1992– 1996

provided an uncertainty of less than 1.9 cm, which demonstrates
the potential of this localization system.

There are open issues under development, namely the imple-
mentation of EKF with more cameras and markers, the inclusion of
an edge based algorithms, the self calibration and a more detailed
condition assessment for the ITER scenario.
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