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ABSTRACT

Fault tolerance is one of the most prominent challenges in
the field of multirobot systems. The efficient and long term
operation of a robot collective requires an accurate detection
and accommodation of abnormally behaving robots. Most
of the existing fault tolerant systems prescribe a character-
ization of normal behavior, and train a model to recognize
them. Behaviors not recognized by the model are labelled
abnormal. However, these models require a priori knowl-
edge of the normal behavior. Furthermore, multirobot sys-
tems employing these models do not transition well to sce-
narios involving temporal changes to normal behavior. We
propose to address this challenging problem by taking inspi-
ration from the regulation of tolerance and (auto)immunity
in the adaptive immune system. We adopt the Crossreg-
ulation model, used to explain the robust immunological
maintenance of tolerance, and deploy it within a multiagent
system. Results of extensive simulation-based experiments
demonstrate that a distributed multiagent system can detect
abnormalities under varying conditions of normal behaviors.
The collective dynamics gives rise to a meaningful normal-
abnormal classification of the behavior by individual agents,
even if these categories were not prescribed a priori in the
agents.

Categories and Subject Descriptors

1.2.11 [Distributed Artificial Intelligence|: Multiagent
systems

General Terms

Algorithms, Experimentation
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1. INTRODUCTION

Multiagent systems (MAS) comprise a large number of re-
search domains, ranging from software agents to multirobot
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systems (MRS), and play an important role in several ap-
plications, such as supply chain management [8] and trans-
portation logistics [3]. Individual agents of a MAS are vul-
nerable to failures. In a MAS, an agent’s behavior depends
not only on interactions with their immediate environment
but also on the behavior of other agents [9]. Consequent
to the wide variety of intricate inter-agent interactions af-
fecting agent behavior, the prediction and modeling of po-
tential faults to an individual agent is a major challenge.
In addition, the faults plaguing an individual may not only
be consequent to bugs in the software controlling the agent,
but more deliberative in nature and a result of adversarial
agents [13].

MAS has expanded rapidly into the domain of physical
agents since the 1980s, with groups of robots coordinating
to perform a wide variety of tasks ranging from exploration
[11], to warehouse-management [16]. Individual robots of a
MRS, like their virtual counterparts, are susceptible to fail-
ure. In contrast to the virtual agents, faults in robots may
also be electro-mechanical in nature, and manifest them-
selves in the robot’s sensor and actuation devices. Addi-
tionally, the simple and small sized robots typically used in
large scale collectives, do not have the hardware capabilities
to detect some of the common faults (e.g., rotary encoders
to detect actuator faults). Considerable work has focused on
engineering fault detection in robot collectives (e.g., see en-
dogenous [6], and exogenous [7] fault detectors). The large
majority of these models are built on the assumption that
the normal operating behavior is known, and can be charac-
terized beforehand. Consequently, the models are trained to
recognize prescribed normal behavior (e.g., see [15]), and be-
haviors not recognized by the model are labelled abnormal.
However, while this approach does provide some interesting
results of robust fault detection and tolerance, the fault de-
tection in the collective may not easily transition to different
and varying characterization of normality. This may be par-
ticularly relevant in scenarios wherein agents change their
behavior through learning, or in response to perturbations
in their environment. In addition, the prior information on
the characterization of normal operating behavior may not
always be available to the system designer. In summary, the
fault detection capabilities of the MRS tend to be designed
rather specifically to the particular behavior demonstrated
by the target system.

An interesting analogy can be made between fault tolerant
systems and the adaptive immune system. The immune sys-
tem too has to allow the body’s cells and tissues to function
normally, while mounting an immune response or attack-



ing what may be abnormal cells or tissues (e.g. unrelated
grafts, infected cells, cancerous cells). The characteristics
of these abnormalities are in principle open-ended. Exper-
imental evidence indicates that the tolerance exhibited by
the immune system results from the dynamics and interac-
tions between specific regulatory and effector T-cells (e.g.,
[14]). The decentralized nature of these interactions imparts
a high degree of robustness for tolerance and fault detection,
without the need of a genetically hardwired record of what
normal tissues should look like, making the immune system
an appealing model to designers of fault detection systems.

The Crossregulation model (CRM) [5], captures the ro-
bust maintenance of immunological tolerance by allowing
the system to discriminate between antigens based solely on
their density and persistence in the environment. The sys-
tem is able to tolerate body antigens (the molecular compo-
nents of body tissues) that are characteristically persistent
and abundant, and to mount an immune response to foreign
pathogens, that are characterized as being neither persis-
tent nor abundant. The model has been used successfully in
classification tasks involving spam detection (e.g., [1]). Ad-
ditionally, recent work using the CRM for a decentralized
environment classification in a MAS [10] revealed that the
agents successfully mounted distinct responses to different
environment objects based on their persistence and abun-
dance, even if the object categories were not prescribed a
priori to the agents. The successful deployment of the model
in these studies, led us to propose the use of the CRM for a
more generic fault detection system.

In this study, we use an agent-based simulator to model a
situation where individuals have to tolerate certain behav-
iors, while mounting an immune response against others. In
these simulations, normal agents perform a typical swarm
behavior (aggregation, flocking, dispersion or homing). Fur-
thermore, on one of the agents, a predefined abnormal be-
havior is introduced (e.g., agent circling to mimic motor mal-
function). The different agent behaviors, and their charac-
terization (normal or abnormal) are not known by the agents
beforehand. We demonstrate the capacity of the system to
tolerate normal swarm behaviors that may be characterized
as persistent and abundant, while mounting an immune re-
sponse against abnormal behaving agents. In addition, the
system response is resilient to temporal variations in normal
behavior.

The rest of the paper is organized as follows: In the fol-
lowing section, we describe the CRM. We then present the
application of the CRM in a MAS (Section 3). We go on to
report the results of our experiments for different swarm be-
haviors and under different introduced faults (Section 4). Fi-
nally, we discuss our approach to fault detection (Section 5)
and highlight the conclusions of this study (Section 6).

2. THE CROSSREGULATION MODEL

The CRM describes the population dynamics of cells of
the adaptive immune system, consisting of three mutually
interacting cell types: (a) Antigen presenting cells (APCs)
that present the antigen on their surface. Individual APCs
have a fixed number of conjugation sites (s) on which ef-
fector and regulatory cells can form conjugates; (b) effec-
tor cells (Tg) that can potentially mount immune responses
which, depending on receptor specificity, may be directed
to foreign pathogens or to body-antigens; and (c) regula-
tory cells (Tz) that suppress proliferation of Tg cells with

similar specificities. Furthermore, APCs are classified into
different subpopulations of equivalent APCs, with each APC
in a subpopulation presenting the same antigen on its sur-
face. Similarly Tg and Ty cells are also classified into different
clones according to their specificity.

A mathematical formulation using ordinary differential
equations, of the dynamics of interactions between Tg and
Tr cells, with APCs, is detailed in [10]. Below, we describe
these interactions, introduce the important parameters, and
highlight the interesting properties of the CRM that are later
incorporated in a MAS (detailed description of model [5]).

2.1 Functioning of the model

The CRM implemented on each agent of the MAS is as
follows. The CRM provides a system of differential equa-
tions governing the density of each of the clonal types (7)
of Tz (E;), and Tr (R;) T-cells. The subpopulations of each
of these clonal types is subject to the following: (a) growth
by proliferation (division of parent cells into two daughter
cells) of their individual activated cells; and (b) shrinkage
consequent to death of T-cells (see Table 1 for proliferation
and death rates of Tz and Tg cells). In this study, there is
no continual influx rate of new Tg and Ts cells. We gener-
ate all T-cell clones with similar initial conditions i.e., Vi,
EZ(O) = E() and RZ (O) = R().

The density of activated E; and R; cells of each clonal
type i, is dependent on their interactions with APCs A; of
each subpopulations j. For example, let us consider the in-
teractions between the i-th T-cell clone and the j-th APC
population. The resulting conjugates Cj; is subject to the
following: (a) Formation of new conjugates by the free T-
cells of clone i with available conjugation sites on APCs of
subpopulation j. This conjugation rate is also controlled by
the affinity between the T-cells clone i and APCs subpopu-
lation j; and (b) Dissociation of existing conjugated T-cells
from APCs (see Table 1 for the conjugation and deconjuga-
tion rates, and the affinity between T-cells and APCs). The
conjugation and deconjugation of T-cells from APCs are fast
processes with respect to the overall T-cell clone dynamics.
Consequently, we solve at each time step, the steady state
values of the conjugates utilizing the Euler-Heun adaptive
step method [4]. Finally, the density of activated Tz and
Tr cells is computed from the quasi-steady state densities
of the conjugates. The conjugated Tg cells are activated in
the absence of Ty cells on the same APC. In contrast, con-
jugated Tg cells can only be activated if at least one Tg cell
is simultaneously conjugated to the same APC.

2.2 Behavior of T-cell population

Considerable work has focused on analyzing the CRM,
and the underlying dynamics of Tg, Tr and APC popula-
tions [12]. An important property of the CRM is the ability
to distinguish between antigens based on their density. At
low concentrations of APCs, the system always reaches a
globally stable state consisting solely of Tg cells (immune re-
sponse). By contrast, at higher concentrations of APCs, the
system exhibits bistable behavior, i.e., the system can evolve
either into an equilibrium state composed predominantly of
T cells (immune response), or into a state consisting mostly
of Tr cells (tolerant response). The system evolves into the T
cell dominated state, provided that the seeding population
has sufficient Ty cells. The seed T-cell population density
(Eo and Rp) is chosen to ensure this. However, if Ty cells



Table 1: Parameters of the crossregulation model.*

Param. | Description Value (a.u.)
Aj Density of APCs of population j —
s Maximum number of T-cells that | 3
can bind to an APC
FEy Seed density of Tg cells 10
Ro Seed density of Ty cells 10
E; Density of Tg cells of clone 4 —
R; Density of Ty cells of clone —
T; Density of T-cells of clone 4 E; + R;
Cij Density of conjugates between T} —
and Aj
Ye Conjugation rate of T-cells to 107!
APCs
Yd Deconjugation rate of T-cells from | 10~*
APCs
TR Proliferation rate of Tg cells 103
TR Proliferation rate of Ty cells 0.7 x 1073
o Death rate of T and Ty cells 10~6

*In this study the continual influx rate of new Tg and
new Ty cells (0 and or respectively, from [10]) is 0.

Table 2: Parameters of an agent

Param. | Description Value (a.u.)

Um, Maximum linear speed of agent 0.1

v Linear speed of agent —

w Change in direction of agent per | —
time-step

n; Number of neighboring agents in | —
inner range (0, 3] units

No Number of neighboring agents in | —
outer range (3, 6] units

w Length of time window for feature | 450
computation

p Distance traversed by agent in | —
past W time-steps

are initially underrepresented, Tg cells will competitively ex-
clude the former from the system. Consequent to the APC
density dependent response, Ty cells suppress the immune re-
sponse of Tg cells, and thereby ensure tolerance to antigens
that are persistent and abundant. Additionally, Tg cells are
free to mount immune responses to antigens that are not
persistent or not abundant.

3. CRM IN A MULTIAGENT SYSTEM

In this section, we demonstrate how the CRM can be
implemented on a distributed embodied MAS in order to
give the system the capacity to detect abnormally behav-
ing agents, while maintaining a tolerance towards normal
swarm behavior. Behaviors that are persistent and abun-
dant (performed by most of agents) are to be tolerated. By
contrast, rare behaviors (exhibited by fewer agents) are to
be detected as abnormal. We show that the MAS is able to
detect abnormally behaving agents, and adapt online and
tolerate different normal behaviors.

We use a stochastic, spatial, discrete-time MAS simula-
tor. The simulated environment is toroidal and has a size
of 50 x 50 units, and composed of 20 mobile point-sized
agents. Each agent has a maximum speed of 0.1 units/time-

step and performs the behavior assigned to it at the start
of the simulation. During the simulation, each agent senses
the behavior of its 10 nearest neighbors, and runs an inter-
nal and individual instance of a CRM in order to determine
if the perceived behaviors should be tolerated or not.

Swarm behaviors: The normal swarm behaviors simu-
lated are (a) dispersion, (b) aggregation, (c) flocking, and
(d) homing towards a moving landmark. The behaviors are
implemented using a subsumption architecture [2], wherein
an agent with no neighbors performs a random walk. Ad-
ditionally, in dispersion, agents move in the opposite di-
rection of center of mass of neighboring agents. In ag-
gregation, agents move towards the center of mass of sur-
rounding agents, but disperse away if too close to their
neighbors. Similarly, homing agents move towards a sin-
gle selected agent that serves as a moving landmark, and
move away if too close to the landmark or other agents.
In flocking, agents continually adjust their velocity to that
of neighboring agents. Furthermore, flocking agents, aggre-
gate towards and disperse from neighbors, if they are too
far away or close by, respectively (simulation source code
can be downloaded from www.isr.ist.utl.pt/~dtarapore/
AAMAS2013/simulator).

Faulty behaviors: An agent may behave abnormally
so as to: (a) move continually in a straightly line (STRLN);
(b) perform a random walk, with a 0.01 probability of chang-
ing to a new random direction each simulation time-step
(RNDWK); (c) circle with diameter 1 unit around a fixed
point (CIRCLE); or (d) stop completely (STOP). These ad-
ditional behaviors are introduced to mimic: (a) software
bugs and sensor faults in the agent controller (STRLN and
RNDWK); (b) motor malfunctions (CIRCLE); and (c) a
broken or dead battery (STOP).

Binary encoding of agent behavior: The agents de-
tect behavioral features within their sensory range (6 units),
and use the perceived information to encode their individ-
ual behavior. Individual features of an agent’s behavior are
encoded in Boolean form (present= 1, absent= 0), and then
concatenated to form a binary string, the feature-vector.
In our simulations, a feature-vector comprises 6 features
(F1,F2...Fg) and is based on behavioral information over
a moving time window of W time-steps. Consequently, the
computation of the feature-vector is initiated after time-step
W of the simulation.

The first two features, Fi(7) and F»(7) at time-step T,
pertain to the agent’s sensory input, i.e., neighbors in prox-
imity:

S U]
Fl(T)illfT

S U (1)
FQ(T)—llfT

>0.5else Fi(t)=0 (1)
> 0.5else Fa(t) =0 (2)
where n; and n, are the number of neighbors in the in-

ner ((0, 3] units), and outer ((3, 6] units) range, respectively.
Furthermore, U[n| is the unit step function, defined as:

Uln] = 1, 1fn>(?
0, otherwise

At time-step 7, the features Fi(7) and F>(7) are set, if
the agent has at least one neighbor in range (0, 3] units and



(3, 6] units, respectively, for the majority of the past W time-
steps (see parameters in Table 2).

The next two features, F3(7) and Fu(7), pertain to the
agent’s sensory-motor interactions. For these interactions,
an agents motor response is characterized as follows:

Olw(7)] 1, if |w(r) —w(r — 1)] > 0.1 radians
w(r)] =
0, otherwise

where, a motor response is registered (O[w(7)]), if the agent’s
angular acceleration exceeds 0.1 radians (3% of maximum
angular acceleration).

We further define two sensor-motor interaction events Sy
and Sq:

Sm (1) = Ulni(7) + no(7)] A Olw(7)]
Sn(7) = U [ni (1) 4 no(7)] A Olw(7)]

The above sensor-motor interaction event Sy, (7) is set, if
the agent’s motors respond in the presence of sensory input
(one or more neighbors in range). Similarly, S, (7) is set if
the agent’s motors respond in the absence of sensory input
(no neighbors in range).

Consequently, for the the features F3(7) and Fu(7),

T—W
Fs(r)=1if Y Sm(t) > 0 else F5(r) =0 (3)
t=1
T—W
Fu(r)=1if Y Su(t) > 0else Fy(r) =0 (4)
t=T1
where, the features F3(7) and Fu(7) are set if the sensor-
motor interaction events S, and S, respectively, occur at
least once in time window W.

Finally, for the last two features, F5(7) and Fs(7), per-
taining to the agent’s motors, we have:

F5(1) = 1if p(7) > 0.05W o, else F5(1) =0 (5)
Fs(r) = 1if v(7) > 0.050,, else Fs(r) =0 (6)

where, at time-step 7, p(7) is the distance traversed by the
agent in the past W time-steps, speed v(7), and maximum
speed vp,. The feature F5(7) is set, if p(7), exceeds 5% of
the maximum distance that may be traversed by the agent
in W time-steps. Similarly, Fg(7) is set, if v(7) exceeds 5%
of the maximum agent speed.

Immunological response to agent behavior: At the
start of each time-step, an agent computes the 6 bit feature-
vector encoding its behavior (eqs 1-6). The agent then senses
the feature-vectors of its 10 nearest neighbors, and com-
putes the number of agents assigned to each feature-vector
(FV;). In the agent’s internal CRM instance, APCs are then
generated corresponding to each of the feature-vectors per-
ceived. Each APC presents an individual feature-vector to
the T-cells. The number of each type of the APCs gener-
ated A; = kFVj, for j € {1,..., M}, where k is a scaling
constant, and M is the number of different feature-vectors
perceived by the agent.

The T-cell clones (T1,T%,...,Tn), each have a different
receptor encoded as a binary string, which determines their
affinity to the APC population. The affinity between T cell
clonal ¢ and APC population j is denoted by 6;;:

Table 3: Parameters of the stochastic simulator

Param. | Description Value (a.u.)

N Number of T-cell clones 64

M Number of different feature- | 64
vectors

c Cross-reactivity between T-cells | 0.15
and APCs

Ig Density of new Tg cells introduced | 10
at each simulation time-step

Ir Density of new Ty cells introduced 10
at each simulation time-step

k FVs to APCs scaling factor 0.002
Time CRM instance is executed, in | 5 x 107
a single simulation time-step

d Proportion of T-cells diffused to | 0.5
neighboring agents

C

015 = exp <_M) (7)

where H is the Hamming distance between the receptor of T;
and the feature-vector presented by Aj, and c is the cross-
reactivity between T-cells and APCs. A high value of ¢
would result in all T-cell clones having a high affinity to
all APC populations. By contrast, at low ¢, each T-cell
clone would have a high affinity to only one distinct APC
population.

At the start of the simulation, the number of Tz and Tx
cells on each agent is initialized to Fo and Ro, respectively.
Following this, Algorithm 1 (parameters in Table 3) is per-
formed by the agents in each simulation time-step, allowing
the agents to execute their internal CRM. The agents begin
by sensing their neighbors, and computing the distribution
of feature-vectors. The CRM is then numerically integrated
for time S, allowing the system to respond to the different
APCs. After computing the number of Tz and Tr cells at
time S, the cells diffuse among agents. In this communica-
tion phase, each agent selects at random another agent from
its 10 nearest neighbors. Following the selection, each agent
sends and receives d of its Tg and Ty cells. Finally, the agent
decides the nature of each feature-vector F'V; sensed by first
computing the following quantities:

E= Zzli1 0i; E; R = Zf\r:l 0i; R;
and tolerating the feature-vector if R > F. By contrast, if
E > R, the feature-vector is classified as faulty by the agent.

4. EXPERIMENTS

We set up a series of experiments to evaluate the behav-
ior classification capabilities of a MAS operating according
to the model described above. Within the CRM conceptual
framework, the behaviors exhibited by an abundant pro-
portion of the agents (normal behavior) are interpreted as
normal body antigens. By contrast, faulty or abnormal be-
haviors are considered extraneous antigens.

The CRM deployed in the MAS is passive and does not al-
ter agent behavior. Rather, individual agents merely report
the outcome of the classification for the different behaviors
observed in their vicinity, at each simulation time-step. At
the end of each time-step, an agent’s behavior is considered



Algorithm 1 An agent’s control loop (simulation of
a CRM instance)

: {Perceive neighboring agents}

: Compute distribution of feature-vectors (F'V;) of neigh-

boring agents

: Assign feature-vectors to APCs i.e., Vj, A; = kF'V;

{Influx of new T-cells}

Vje{1,2... M}, if Aj >0, increment E; and R; by Ig

and Ir respectively

{Run instance of CRM}

time < 0

: while time < S do

Vi € {1,2...N} and Vj € {1,2...M}, compute

the number of conjugated cells C;; in quasi-steady

state, integrating using the Euler-Heun adaptive step
method

10:  Using the number of conjugated cells, compute the

updated number of Tz and Tg cells with the Euler-
Heun adaptive step method. The adaptive step size is
stored in h

11:  time < time + h

12: end while

13: {Diffuse T-cells across neighboring agents}

14: Randomly select one of the agents in the communication
range following a linear distribution and weighted by the
total number of T-cells on the respective neighboring
agents

15: Exchange T-cells with agent

16: {Decide if feature-vectors are to be tolerated or not}

17: For each feature-vector, compute the sum of Tz and Tg
cells, weighted by their affinity.

18: Tolerate the FV if total Tg cells exceeds Tg cells, else

interpret it as faulty. Log the outcome of the classifica-
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Figure 1: Mean and variation in proportion of time
agent tolerated, across the 20 agents of the MAS, in
each of 20 replicates of 4 swarm behaviors. Variation
measured in each replicate as the absolute difference
between the maximum and minimum time tolerated,
of the 20 agents.

normal, if a simple majority of the agent’s 10 nearest neigh-
bors tolerate its feature-vector. Similarly, the behavior is
treated abnormal, if a simple majority of these neighbors
interpret its feature-vector as faulty.

4.1 Tolerance to normal behavior

In a first set of four distinct experiments, all 20 agents of
the MAS performed the same swarm behavior i.e. aggrega-
tion, dispersion, flocking or homing. At the start of each
replication of these experiments, the agents were placed at
random positions. We recorded the proportion of time each
agent in the swarm was tolerated by its neighbors. We con-
ducted a total of 20 replications with each swarm behavior
(see Fig. 1). In the figure, each point summarizes a single
replicate of the experiment for a particular swarm behavior.
A point’s location is determined by the mean proportion
of the time each agent in the experiment was tolerated (z-
coordinate) and variation of the time tolerated within the
swarm calculated as the absolute different between the max-
imum and minimum time tolerated (y-coordinate).

Results of the first set of experiments indicate that the
swarm largely is able to tolerate the collective behavior with
a mean proportion of time that agents are tolerated above
0.97 in all replications except for one (point labeled FPI1
(false positive) in Fig. 1). In replication FPI, the agents
executed the aggregation behavior and a particular situation
arose in which all the agents except two had formed a large
aggregate. The remaining two agents had formed a small
stable aggregate at a different location in the environment.
The agents in the large aggregate classified the behavior of
the two agents in the small aggregate as abnormal due to the
differences in the number of neighbors between the agents
in the large aggregate and the agent in the small aggregate.
As such, the collective correctly classified the behavior of
the two agents in the small aggregate as being abnormal
with respect to the rest of the collective, but the abnormal
behavior is not a result of faulty agents in this case. A
similar situation occurred in the experiment labeled FP2 in
Fig. 1: three large aggregates formed (five or more agents in
each aggregate) and a single aggregate of only two agents.

In the experiment labeled F/P3, agents executed the flock-
ing behavior, but one agent took longer than the others to
join a flock (the particular agent random walked for 1900
time-step before it encountered the flock, while all other
agents were flocking by 500 time steps).

4.2 Detection of faulty behavior

We set up a second series of experiments to evaluate the
capabilities of a MAS to detect an agent behaving abnor-
mally due to a fault. In each of these experiments, 19 of
the 20 agents performed the same swarm behavior (one of
aggregation, dispersion, flocking and homing), and the re-
maining agent carried out a fault-simulating behavior (one of
STRLN, RNDWK, CIRCLE and STOP). Furthermore, the
identity of this abnormally behaving agent was unknown to
the MAS. All combinations of normal and abnormal behav-
iors were simulated, in 16 (4 normal behaviors x 4 abnormal
behaviors) distinct experiments. We have summarized the
results of the experiments in Fig. 2. The results show that
the median proportion of the time that the abnormally be-
having agent was detected is above 0.50 in 14 out of the 16
experimental setups. The differences between the results ob-
tained in experimental setups in terms of the proportion of
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Figure 2: Proportion of time abnormal behaving
agent is detected as faulty across 20 replicates, in
each of the 16 distinct combinations of normal (ag-
gregation, dispersion, flocking and homing) and ab-
normal (STRLN, RNDWK, CIRCLE and STOP)
behaviors.

time that the abnormal agent is detected can be ascribed to
initial random placement and orientations of the agents and
to the subsequent interactions between normally behaving
agents and the faulty agent. In particular, we observed low
median proportions of time that the abnormally behaving
agent was detected in two experimental setups (see Fig. 2):
dispersion/RNDWK and flocking/STRLN.

In the dispersion/RNDWK setup, the dispersing agents
perform random walk when they are further than a certain
distance from their closest neighbor, and their behavior is
therefore identical to that of the faulty agent. It is only
when the faulty agent gets close to another agent and does
not respond by dispersing away from that agent, that its
behavior becomes distinct from the behavior of the rest of
the swarm.

The relatively low median proportion of time that the
faulty agent is detected in the flocking/STRLN setup (see
Fig. 2) is due to the fact that one or more normally behaving
agents often end up flocking with the faulty agent moving
in a straight line. The behavior of the faulty agent therefore
becomes indistinguishable from the behavior of the normal,
flocking agents. Below, we explain the situations that caused
the outliers FN1-FN/ (false negatives) in Fig. 2:

FN1: In one aggregation/ CIRCLE experiment, an aggre-
gate formed around the faulty circling agent.

FN2: In one flocking/RNDWK experiment, the random
walking faulty agent was stochastically followed by different
groups of flocking agents for most of the experimental trial.

FN3: In one flocking/CIRCLE experiment, one to two
agents “flocked” with the circling faulty agent.

FNJ: In one homing/STRLN experiment, the agent mov-
ing in a straight line was stochastically assigned a direction
of motion aligned with the direction of motion of the mov-
ing homing target. Although the abnormally behaving agent
moved faster than the homing agent and the target, it was
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Figure 3: Mean and variation in proportion of time
agent tolerated, across the 20 agents of the MAS, in
each of 20 replicates, and 2 transitions in normal be-
havior: (a) aggregation to dispersion (crosses) and,
(b) aggregation to flocking (circles).

often part of the cluster of agents moving with the homing
target.

4.3 Robust classification to online changes in
agent behavior

In a third series of experiments, we investigated the ca-
pabilities of a MAS to successfully maintain tolerance to
normal behavior and to detect abnormal behavior, under
variations in agent behavior. At the start of these experi-
ments, all the 20 agents performed an aggregation behavior.
After half the simulation time had elapsed, in independent
experiments: (a) the behavior of all the agents was simul-
taneously switched to dispersion, (b) the behavior of all the
agents was simultaneously switched to flocking. The results
are shown in Fig. 3, where we have plotted the mean pro-
portion of time that agents are tolerated along with the vari-
ance in terms of the difference between the maximum and
minimum time within the swarm for each replication of the
experiment. For both transitions, from aggregation to dis-
persion and from aggregation to flocking, the agents manage
to maintain tolerance to one another even as the swarm un-
dergoes the change in behavior.

The four outliers in Fig. 3, two for replications from aggreg-
ation-dispersion, and two from aggregation-flocking experi-
ments, are the result of a small aggregate of only two agents
forming in the first part of the experiment in which all agents
perform aggregation. As discussed in Section 4.1, the for-
mation of a small aggregate of two agents causes the rest of
the agents (all in larger aggregates) to classify the behavior
of the two agents in the small aggregate as abnormal.

The outliers listed above are not consequent to the tran-
sitions in normal behavior, but because of abnormalities in
the aggregation, before the transitions occurs. In order to
analyze if the tolerance to transitions in the normal behav-
ior is trivial, i.e., the feature-vectors remain the same, we
further analyze their distribution across the 20 agents of the
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Figure 4: Distribution of 6 bit feature-vectors across
the 20 agents of the swarm for the transitions in nor-
mal behavior for 2 experiment replicates: (a) aggre-
gation to dispersion (left) and, (b) aggregation to
flocking (right). Note, the distance between con-
tours does not reflect Hamming distance.

swarm, before and after the transition. Results are shown in
Fig. 4 for two replicates, one from the aggregation-dispersion
experiment, and one from the aggregation-flocking, where
we have plotted the proportion of agents with each of the
feature-vectors through simulation time. In both the tran-
sitions, the results indicate differences in the feature-vectors
of normal behavior, before and after the transition. In the
indicated experiment with aggregation-dispersion, the dom-
inant feature-vector shifted by a single bit (54 in aggrega-
tion, to 62 in dispersion). However, 25% of the dispersing
agents retained the feature-vector 54. In the transition from
aggregation-flocking, the difference in feature-vectors were
relatively higher, with a dominant proportion of flocking
agents shifting their feature-vector by 2 bits, to 51. Further-
more, only 1% of the flocking agents retained the dominant
aggregating feature-vector.

In a variation to the above experiments, we allowed only
a single focal agent to switch behavior from aggregation to
dispersion, halfway through the simulation, whereas the re-
maining agent continued aggregating. The results over 20
replicates (Fig. 5) indicate that the focal agent was suc-
cessfully tolerated during the first half of the simulations.
Furthermore, upon switching its behavior to dispersion, this
agent was detected as behaving abnormally (median propor-
tion of time detected above 0.5). We also observed that in
replicates that did not perform well, the focal agent was in
the middle of and surrounded by an aggregate of six of more
agents, and consequently could not conduct its dispersion.

S. DISCUSSION

Our results revealed a robust maintenance of tolerance
to normal swarm behaviors, understood as being exhibited
by a large proportion of the agents, irrespective of the type
of swarm behaviors simulated. In our study, agents behav-

T
0.8 ! 1
|

Proportion of time

!
|
|
|

0.2 : 4
|
|
|

0 L
Tolerance to aggregating agent Detection of dispersing agent
Response to focal agent

Figure 5: Proportion of time a normal aggregating
agent is tolerated during the first half of the sim-
ulation (left box), and the same dispersing agent
detected as abnormal during the second half of the
simulation (right box).

ing normally are always sensed in abundance (agents sense
feature-vectors of 10 nearest neighbors, irrespective of their
distance). Additionally, agents perform an identical swarm
behavior in each experiment. Consequently, our abnormal-
ity detection system does not require to look for persistence
in normal behavior, only abundance. In order to improve
response-time to transitions in normal behavior, the integra-
tion time of the CRM performed at each simulation time-
step was set at a high value (5 x 107 a.u.). At lower values
of this parameter, we may observe the need for persistence
in characterization of normal behavior. In such a param-
eter regime, a newly transitioned normal behavior would
provoke an immune response for some time before being tol-
erated. Interpreting this, our current implementation of the
model may be considered to follow a majority rule with some
margin of error in tolerating normal feature-vectors. Impor-
tantly, the resilience to error is essential, since the normal
behavior is not just represented by a single feature-vector,
but distributed over a set of them (Fig. 4), all of which
may not be abundant. Hence, abnormality detection using
a simple sub-threshold on the count of agents with the same
feature-vector would not work.

The abnormality detection model introduced in this study
highlights an important difference between fault detection
and abnormality detection. The behaviors that are not ex-
hibited by most of the agents in the swarm may be con-
sidered as abnormal, although they may not necessarily be
faults. For example, in experiments involving tolerance to
aggregation behavior, the false positives (FP1 and FP2 in
Fig. 1) observed were consequent to the two agents per-
forming the aggregation behavior differently from the rest
of the swarm. In order to detect such abnormalities, an-
other layer may be introduced on top of our abnormality
detection algorithm, forcing the detected agents to undergo
certain application-specific test cases. Similarly, in the de-
tection of specific faulty agents, the false negatives (FNs in



Fig. 1) observed were because faulty behavior became indis-
tinguishable from normal ones (e.g., flocking agents moving
in a straight line). It may be argued that the faults may not
be a hindrance, if they do not disrupt the behavior of the
swarm. However, this needs to be explored further with a
quantitative analysis of swarm behaviors.

In our study, we assume the CRM of all the agents func-
tion normally. This is a critical consideration, since abnor-
malities may not only be restricted to the sensor, motor de-
vices, and control software of the agent, but may also affect
the proper execution of the CRM. Consequently, it is worth
exploring the impact of perturbations on the CRM itself, as
they could drive anomalous behaviors akin to “autoimmu-
nity”. It may be expected that communication of virtual
T-cells from “healthy” neighboring agents, and a consensus
amongst neighboring agents in the decision to mount an im-
mune response, may dampen the effects of such perturba-
tions. However, this needs further investigation.

6. CONCLUSIONS AND FUTURE WORK

In this study, we proposed an approach inspired by the ca-
pability of the adaptive immune system, to detect agents be-
having abnormally due to faults, in MAS. We examined the
validity of our approach using a collection of typical swarm
behaviors, while introducing behaviors simulating common
faults encountered by robots due to malfunctions in their
sensors, motors and control software. Our approach to fault
detection utilizes relatively few agents, and may therefore
compliment the existing centralized approaches used in tra-
ditional MRS. Moreover, because of the inherent distributed
nature of fault detection, our approach may also be applica-
ble to swarm robotic systems, where centralized approaches
may not always be feasible.

The results of our study encourage us to explore more real-
istic scenarios involving MRS exhibiting different behaviors
depending on environmental contingencies, wherein the ca-
pability of our immune system model to maintain a history
of robot behaviors may be used to characterize normality
in more complex tasks. Furthermore, a detailed compara-
tive investigation of the results of our immune system model
with other fault detection algorithms used in MRS, is also
underway.

Supplemental Data: Movies of MAS simulations are avail-
able online at www.isr.ist.utl.pt/ dtarapore/AAMAS2013/
videos.
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